
VOL. 15, NO. 21 1 NOVEMBER 2002J O U R N A L O F C L I M A T E

q 2002 American Meteorological Society 2965

Global Climatological Features in a Simulation Using the CPTEC–COLA AGCM
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ABSTRACT

The Center for Weather Forecasting and Climate Studies–Center for Ocean–Land–Atmosphere Studies (CPTEC–
COLA) atmospheric general circulation model (AGCM) is integrated with nine initial conditions for 10 yr to obtain
the model climate in an ensemble mode. The global climatological characteristics simulated by the model are
compared with observational data, and emphasis is given to the Southern Hemisphere and South America. Evaluation
of the model’s performance is presented by showing systematic errors of several variables, and anomaly correlation
and reproducibility are applied to precipitation. The model is able to simulate the main features of the global
climate, and the results are consistent with analyses of other AGCMs. The seasonal cycle is reproduced well in
all analyzed variables, and systematic errors occur at the same regions in different seasons. The Southern Hemisphere
convergence zones are simulated reasonably well, although the model overestimates precipitation in the southern
portions and underestimates it in the northern portions of these systems. The high- and low-level main circulation
features such as the subtropical highs, subtropical jet streams, and storm tracks are depicted well by the model,
albeit with different intensities from the reanalysis. The stationary waves of the Northern and Southern Hemispheres
are weaker in the model; however, the dominant wavenumbers are similar to the observations. The energy budget
analysis shows values of some radiative fluxes that are close to observations, but the unbalanced fluxes in the
atmosphere and at the surface indicate that the radiation and cloud scheme parameterizations need to be improved.
Besides these improvements, changes in the convection scheme and higher horizontal resolution to represent
orographic effects better are being planned to improve the model’s performance.

1. Introduction

General circulation models have been used in climate
simulations to study climate variability, climate change,
and seasonal prediction and also to examine their ability
to describe the main features of the atmosphere. Results
of long-term integrations, as in Gates et al. (1999), are
important to provide the model climatology and to per-
form model validation. It is desirable that the model
simulates well the observed climate and its variability,
giving confidence for its applicability. Climate simu-
lations have shown the ability of different models in
representing observed characteristic features of the at-
mospheric circulation and precipitation (Hurrell et al.
1998; Gates et al. 1999; Johns et al. 1997; Pope et al.
2000). However, the intensity and geographical distri-
bution of these variables may differ greatly in each mod-
el. The continuous increase of computer power enables
increased model resolution, sophisticated parameteri-
zation schemes, and large numbers of integrations,
which can lead to an improved simulation of atmo-
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spheric behavior (Brankovic and Molteni 1997; Déqué
et al. 1994). The chaotic behavior of the atmosphere
made the ensemble technique a necessary tool to reduce
the effect of the initial conditions (Murphy 1988).

A detailed performance analysis of the National Cen-
ter for Atmospheric Research (NCAR) Community Cli-
mate Model, version 3, (CCM3) was documented in
Hurrell et al. (1998), Kiehl et al. (1998), and Hack et
al. (1998) in which different aspects of the simulated
climatology were discussed. Features of the simulated
climatological precipitation and atmospheric fields us-
ing the Canadian Climate Centre GCM were also dis-
cussed by McFarlane et al. (1992).

Several GCMs were used in the Atmospheric Model
Intercomparison Project (AMIP) to simulate the present-
day climate and to analyze the results related to different
parameterizations and resolutions but subjected to the
same SST boundary condition (Gates 1992; Gates et al.
1999). Global hydrological processes were discussed in
Lau et al. (1996), comparing results from 29 models. The
global mean surface air temperature and precipitation
over land were shown in a scatterplot diagram, which
indicated how well the model results compared with the
observations. Although there was large variability among
models, the ensemble mean results of all models were
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very close to the observations. An important result of
that study was to show the deficiency of all models in
simulating the light rain rates (,1 mm day21). This result
was a reflection of the poorly represented low-level stra-
tocumulus and shallow convection. The ensemble of the
models overestimated the rainfall in the Tropics and un-
derestimated it in the extratropics. Other results of AMIP
were discussed in Gates et al. (1999), who showed the
model’s ensemble errors of several variables. The largest
errors of the ensemble mean were found in the cloudiness
and 200-hPa temperature, and the smallest errors were
identified in the surface air temperature. The need for
further work to reduce the errors of the atmospheric
GCMs was outlined by Gates et al. (1999) following the
analyses of AMIP results. The problems still under con-
sideration were parameterization of clouds and their ra-
diative interactions, parameterization of convection and
precipitation, and the hydrologic processes.

Seasonal climate simulation results from the original
version of the Center for Ocean–Land–Atmosphere
Studies (COLA) AGCM (R40 L18) were discussed in
Shukla et al. (2000b). They showed the mean model
errors for January–March and anomalies during ENSO
episodes. Other results from the COLA AGCM were
shown in the AMIP hydrological processes analyses
and, when compared with other models, it was classified
in the second quartile of model ranking (Lau et al. 1996).
This model is the precursor of CPTEC–COLA AGCM,
a model that has been used at the Center for Weather
Prediction and Climate Studies (CPTEC) in São Paulo,
Brazil, for midrange weather forecasts and seasonal pre-
dictions since 1995. Seasonal predictions for the rainy
season of northeast Brazil, using this model, have been
published in the experimental long-lead forecast bulletin
(Cavalcanti et al. 1999, 2000).

In this study, results from a climate simulation obtained
by running the CPTEC–COLA AGCM for 10 model
years in an ensemble mode are discussed. The main goal
is to provide a global view of the climatological features
simulated by the model and to show the ability of the
model to reproduce seasonal cycle and energy budget. In
the discussions emphasis is on the Southern Hemisphere
climatological characteristics and seasonal variability. A
brief discussion is made related to the simulation of
ENSO aspects during the period of model integration. A
description of the model and the changes introduced by
CPTEC in the original COLA version, as well as avail-
able datasets for validation, is presented in section 2. The
climatological features are shown in section 3. Aspects
related to El Niño–Southern Oscillation are discussed in
section 4, and maps of anomaly correlations and repro-
ducibility are shown in section 5. Discussions and con-
clusions are summarized in section 6.

2. Model description, experiment design, and data
used for validation

a. Model description
The CPTEC–COLA GCM is a modified version of the

spectral COLA GCM, which was adapted from the Na-

tional Centers for Environmental Prediction (NCEP)
GCM. A land surface module [Simplified Simple Bio-
sphere Model (SSiB)] that considers the vegetation in-
fluence in a sophisticated manner (Xue et al. 1991) was
introduced by COLA. Other modifications by COLA were
related to radiation and cloud–radiation interactions and
treatment of vertical diffusion. These modifications are
documented in Sato et al. (1989) and Hou (1990). The
COLA AGCM now has two options for convective pre-
cipitation, the Kuo scheme (Kuo 1974) and the relaxed
Arakawa–Schubert (RAS) scheme (Moorthi and Suarez
1992).

The dynamical and physical processes in the COLA
model are described in Kinter et al. (1997). The
CPTEC–COLA model dynamical processes and phys-
ical parameterizations are the same as those of the
COLA model, with Kuo scheme for deep convection
(Kuo 1974), shallow convection following Tiedtke
(1983), Mellor and Yamada closure scheme applied for
the vertical diffusion in the planetary boundary layer
(Mellor and Yamada 1982), and biharmonic-type dif-
fusion for the horizontal diffusion, which is necessary
to control small-scale noise. The shortwave radiation is
that of Lacis and Hansen (1974), modified by Davies
(1982), and the longwave radiation formulation was that
developed by Hashvardhan et al. (1987). Cloud–radia-
tion interaction considers predicted clouds using a hy-
brid scheme of Hou (1990) and the NCAR CCM2
scheme (Kiehl et al. 1994). The Hou scheme is based
on the cloud prediction method of Slingo (1987).

The prescribed surface variable is monthly observed
sea surface temperature (SST). The surface variables de-
termined by the climate model are land surface temper-
ature, soil moisture, surface albedo, and snow depth,
which are introduced in the beginning of the integration
with climatological values and are adjusted during the
integration. Sea ice is considered at grid points for which
SST is below 228C. Surface temperature and soil mois-
ture climatological data are taken from Willmott et al.
(1985). Albedo is specified as a function of solar zenith
angle over the ocean and is predicted by SSiB over the
land. The snow depth is also applied as an initial con-
dition based on the time-interpolated surface climatolog-
ical albedo on the initial date of the model run (Kinter
et al. 1997). Climatological albedo is based on Posey and
Clapp (1954). Ozone concentration is taken from a cli-
matological table that gives values at each 58 of latitude
for each sigma level and has different values for each
season, compiled by the National Meteorological Center
(NMC) Development Division Staff (1988). Carbon di-
oxide concentration was considered to be a constant value
of 345 ppm. The upper boundary condition is that the
vertical velocity at the top of the atmosphere must be
zero to satisfy mass conservation (Kinter et al. 1997).

The main changes introduced by CPTEC in the
COLA GCM are related to truncation type, dissipation
process, computer performance, postprocessing scheme,
and increased number of vertical levels. The truncation,
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which was rhomboidal in the COLA AGCM, is changed
to triangular. In triangular truncation, the horizontal res-
olution in the zonal and meridional directions is nearly
the same. Another desirable property is that the choice
of the North Pole has no impact on the spectral filter
for a high-resolution model. In rhomboidal truncation,
the latitudinal resolution is the same for every zonal
wavenumber. At high resolution, the triangular trunca-
tion appears to be superior (Holton 1992). All model
numerical codes are rewritten considering triangular
truncation. New compilation options are introduced to
adapt the model to an NEC, Inc., NEC-SX3/SX4 su-
percomputer. There are modifications to improve the
vectorization process, to reduce the computational time,
and to include the parallelization process. To prevent
computational instability that arises from strong winds,
an additional dissipation (Newtonian dissipation) is in-
troduced in the wind tendency in the stratosphere. For
diagnostic purposes, the temperature and humidity in-
side the mountains are calculated using a constant sur-
face relative humidity instead of a constant adiabatic
rate. Streamfunction and velocity potential fields are
adjusted to wind field in pressure coordinates.

The model resolution in this simulation is T62 L28,
which represents triangular truncation of 62 waves in
the horizontal coordinate and 28 levels in the vertical
sigma coordinate (21 in the troposphere and 7 in the
stratosphere).

b. Simulation design

The climate simulation is performed in an ensemble
mode, integrating the model with nine different initial
conditions derived from nine consecutive days of Eu-
ropean Centre for Medium-Range Weather Forecasts
(ECMWF) daily analyses, from 11 to 19 November
1981. Spectral data of temperature, zonal and meridional
wind components, and relative humidity are transformed
to spectral coefficients of virtual temperature, diver-
gence, vorticity, specific humidity, and logarithm of
pressure, which are the initial conditions for each day.
Surface pressure is calculated from the geopotential
height, temperature, and topography. Monthly observed
SST from the NCEP Climate Prediction Center optimum
interpolated SST dataset (Reynolds and Smith 1994) are
applied as boundary conditions, from November 1981
to December 1991.

The results are analyzed for January 1982–December
1991, considering the seasonal averages for each vari-
able. Ensemble means are used to compare the model
results with observational datasets. Global energy flux-
es, albedo, and cloud fraction are calculated to obtain
the model energy budget. The variables analyzed in spa-
tial fields are precipitation, sea level pressure, the wind
field at 850 and 200 hPa, and geopotential height at 200
hPa. Precipitation fields are shown for all seasons; the
other variables are shown for December–January–Feb-
ruary (DJF) and June–July–August (JJA). Zonal mean

vertical cross sections are shown for zonal wind com-
ponent and air temperature, and zonal averages of pre-
cipitation, sea level pressure, and wind field at 200 hPa
are discussed to indicate the global latitudinal variation.

c. Data used for model evaluation

Global and regional precipitation fields are derived
from the Climate Prediction Center merged analysis pre-
cipitation (CMAP) data (Xie and Arkin 1997) available
for 1979–96. The CMAP dataset uses several estimates
of precipitation as measured by satellite over land and
oceans, as well as the rain gauge data over land. In this
study, only data in the period of the model integration
(1982–91) were used to compare with the model sea-
sonal climatology. The corrected gauge-derived rainfall
climatology of Legates and Willmott (1990) is also used
to compare the latitudinal variability of zonal average
precipitation. This dataset includes shipboard rain gauge
corrected data interpolated on a grid of 0.58 latitude 3
0.58 longitude. In this dataset, the climatology is con-
sidered for the period of 1920–80, with greater weight
given to the more recent years.

The NCEP–NCAR reanalysis (Kalnay et al. 1996) is
used to validate wind fields, sea level pressure, temper-
ature, and geopotential height. In places for which there
are few observations, these datasets can deviate from the
real atmosphere and need to be considered cautiously.
Artificial pressure trends in the reanalysis data at high
latitudes of the Southern Hemisphere were reported by
Hines et al. (2000). These trends were smaller during the
period of the current analyses, but the pressure magni-
tudes were higher than the observations. Therefore, com-
parisons of the model simulation results with reanalysis
data close to Antarctica can show artificial bias. Fluxes
for the energy budget analysis are taken from estimates
of Kiehl and Trenberth (1997). These can also contain
some errors, since they are inferred from models.

3. Climatological features

a. Energy budget

The global energy budget is presented in Tables 1 and
2, which contain model results and observational esti-
mates from Kiehl and Trenberth (1997). The budget is
analyzed at the top of the atmosphere and at the surface.
Table 1 shows that the net shortwave radiative flux (SW)
at the top of the atmosphere is higher in the model than
in the observations by 14 W m22 in all-sky conditions
and by 9 W m22 in clear-sky conditions. The difference
is related partially to the underestimation of the cloud
fraction in the model (9% less cloud cover) and to the
subsequent underestimation of the SW cloud radiative
forcing. The neglect of the aerosol effect in the model and
the underestimation of the surface albedo (4% lower than
the climatological value) also contribute to the difference.

A reasonable agreement is obtained between the sim-
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TABLE 1. Ensemble annual global energy budget at the top of the
atmosphere (TOA). The SW and LW radiative fluxes and cloud ra-
diative forcing are in W m22. Cloud fraction and albedo are displayed
in percent. Sign convention is positive for downward flux.

Observed CPTEC–COLA

SW downward
SW NET
SW clear-sky net
Albedo
OLR
OLR clear sky
SW upward
Cloud fraction
SW cloud forcing
LW cloud forcing
Net TOA

1342
1235
1286

31
2235
2265
2107

62
251
129

0

1341
1249
1295

27
2239
2268
292

53
246
129
110

TABLE 2. Ensemble annual global surface energy budget. The SW
and LW radiative fluxes and latent and sensible heat fluxes are dis-
played in W m22, precipitation is in mm day21, and precipitable water
is in mm.

Observed CPTEC–COLA

SW net
Clear-sky SW net
LW upward
LW downward
LW net
Clear-sky LW upward
Clear-sky LW downward
Clear-sky LW net
Latent heat flux
Sensible heat flux
Net surface
Precipitation
Precipitable water

1168
1217
2390
1324
266

2390
1278
2112
278
224

0
2.7

25.5

1191
1239
2398
1335
263

2398
1307
291

2102
220
16

3.5
23.9

ulated and the observed values of the outgoing long-
wave radiation (OLR). The difference is about 3–4 W
m22 in all-sky conditions and in clear-sky conditions.
Note that the longwave cloud radiative forcing is better
simulated than the shortwave cloud radiative forcing.
The model shows slightly larger values of OLR but, as
mentioned, not enough to balance the incoming SW
radiation at the top of the atmosphere. The surface ra-
diation budget is presented in Table 2. The model also
overestimates the net shortwave radiative flux at the
surface in all-sky conditions and in clear-sky conditions
by 22–23 W m22. This overestimate is related to the
overestimation of the downward shortwave flux in the
clear-sky conditions (about 9 W m22), to the underes-
timation of the surface albedo value (contributing to a
larger SW absorption of about 8.5 W m22), and to the
magnitude of the cloud fraction. The net longwave ra-
diation in the model is underestimated by 3 W m22,
latent heat flux is overestimated by 24 W m22, and
sensible heat flux is underestimated by 4 W m22. Over-
all, there is an excess of SW energy of 6 W m22 that
is not balanced by longwave (LW) radiation, latent heat
(LH), and sensible heat (SH) (SW 5 LW 1 LH 1 SH).
The global precipitation is overestimated by 0.8 mm
day21. Global evaporation, calculated using the simu-
lated latent flux, is 3.5 mm day21, equal to the precip-
itation rate, giving a well-balanced hydrological budget.

In addition to this analysis, the fluxes are calculated
for the land areas and for the oceans and are shown in
Table 3. Over the continent the imbalance (residual heat)
is about 3 W m22; over the ocean it is about 8 W m22.
The larger latent heat flux implies larger evaporation,
and the excess of humidity leads to larger global pre-
cipitation, since the model precipitable water is even
less than the observed value. The imbalance may be
also due to the existing deficiencies in the numerical
schemes to calculate heat fluxes. The Bowen ratio cal-
culated over land is 1.0 in the model, as compared with
the observed value of 0.96, although both latent and
sensible heat fluxes are higher in the model. However,
over the ocean the Bowen ratio is 0.09, and the observed
climatological value is 0.11. This difference is due to

the higher latent heat over the ocean in the model (124
W m22) against 98 W m22 calculated in climatological
analysis of Baumgartner and Reichel (1975). The sen-
sible heat flux over the ocean is 11 W m22 in the model
and in the observed climatology.

The analysis indicates that the SW radiative transfer
code and the cloud cover scheme employed in the model
need to be improved. The parameterization of evapo-
ration over the ocean also needs a revision.

b. Zonal means of precipitation, sea level pressure,
and high-level zonal wind

A useful overview of the accuracy of the ensemble
model climatology is given by zonally averaged statis-
tics. The results for DJF and JJA extremes of the annual
cycle are shown in Figs. 1a,b. The zonally averaged
precipitation is better simulated in JJA in the Northern
Hemisphere (NH), comparing very well with the Le-
gates and Willmott (1990) and CMAP climatologies.
The model, in general, significantly overestimates the
precipitation in comparison with the observed datasets
in the Southern Hemisphere (SH), but the minima as-
sociated with the subtropical highs and maxima related
to the midlatitude storm tracks in both hemispheres are
reproduced by the model.

In DJF, there are more discrepancies between the
model and the observational rainfall datasets, but the
model can capture important features such as the double
maximum in the tropical region and the storm-track re-
gion of both hemispheres. The minima associated with
the subtropical highs are simulated and have closer val-
ues to CMAP in the SH. During both seasons, modeled
precipitation rates are higher than the observed esti-
mates from CMAP over the midlatitude storm tracks,
except when compared with the Legates and Willmott
rainfall rates in DJF in SH.

Other models, such as CCM3 (Hurrell et al. 1998), the
second Hadley Centre Coupled Ocean–Atmosphere Gen-
eral Circulation Model (HadCM3; Johns et al. 1997), and
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TABLE 3. Ensemble annual surface energy budget over land
and over the ocean.

Net radia-
tion (NR)
(W m22)

Latent heat
(LH)

(W m22)

Sensible
heat (SH)
(W m22)

Residual
heat (RH)
(NR 2 LH

2 SH)
(W m22) RH/NR (%)

Land
Ocean

191.1
1142.8

244.4
2124.3

244.1
211.0

2.6
7.5

2.85
5.25

ECMWF (Brankovic and Molteni 1997), also show
smaller values than Legates and Willmott in the second-
ary maximum related to the DJF SH storm track. As
pointed out by Brankovic and Molteni (1997), the ob-
servational data of Legates and Willmot can have some
errors at high latitudes in the Southern Hemisphere, re-
lated to lack of information. The maximum tropical pre-
cipitation of CPTEC–COLA AGCM in JJA is close to
the values of Legates and Willmot and CMAP data (Fig.
1b).

The equatorial trough is simulated well in the zonal
mean sea level pressure (SLP) (Figs. 1c,d) as well as
the subtropical highs and the low pressure around 608
in both hemispheres. The model estimates higher SLP
in the Tropics and subtropics, irrespective of the season
and hemisphere, but the differences are small except in
the NH polar region. Although the SLP in the reanalysis
data display differences from data at some stations in
Antarctica (Hines et al. 2000), the zonally averaged low
pressure around Antarctica in the region of storm tracks
is similar to the reanalysis in both seasons.

The zonally averaged zonal wind field at 200 hPa is
shown in Figs. 1e,f for DJF and JJA, respectively. A
reasonably good simulation of the overall circulation
structure and the seasonal shifts of the maxima and min-
ima is noticed, which is a reflection of the model’s suc-
cess in simulating the mean meridional tropospheric
temperature gradients (see Fig. 3). In JJA, the model
reproduces very well the intensity of the westerlies in
the NH and shows values close to the observations in
the SH and in the region of the tropical easterlies. In
DJF the model overestimates in comparison with the
NCEP–NCAR reanalysis values in the jet region of the
SH and in the region of tropical easterlies. In the NH,
the model jet stream is shifted poleward with small dif-
ferences in intensity in comparison with NCEP–NCAR
reanalysis.

c. Mean vertical structure of zonal wind and
temperature

DJF and JJA vertical structures of mean zonal wind
from model results and from observations are shown in
Figs. 2a–f. The jet streams in the model results are stron-
ger than in the reanalysis dataset in both seasons of the
two hemispheres, except in the NH (JJA) when the mod-
el reproduces very well the intensity and position of the

subtropical jet. The jet stream centers in the model re-
sults are located around the level of 200 hPa as in the
reanalysis, but they are displaced southward in the SH
when compared with the reanalysis. The occurrence of
two jets in the SH winter (JJA), one subtropical and the
other in the stratosphere at extratropical latitudes, is
depicted by the model. Overall, the differences are larg-
er in the mid- and high troposphere in both hemispheres
and in the stratosphere of the SH as noted in Figs. 2c,f.

The general vertical structure of the zonal mean tem-
perature in the model results is comparable to the re-
analysis structure (Figs. 3a–f). The seasonal variations
in the lower troposphere are depicted well in both hemi-
spheres. The vertical structure of temperature is simu-
lated well in the Tropics and subtropics of the Northern
and Southern Hemisphere in both seasons. However,
there are differences between the model and reanalysis,
mainly at mid- and upper levels at mid- and high lati-
tudes, indicating a cold bias in the troposphere (Figs.
3c,f). There are large differences over the Antarctic re-
gion at high levels and in the stratosphere that extend
to the midlatitudes, with a cold bias in these areas. As
mentioned earlier, the reanalyses data can contain some
errors near Antarctica, and the bias may not reflect mod-
el error. Cold bias is also found in other models such
as ECMWF and was reduced in that model by intro-
ducing changes in radiation and cloud parameterization
and by increasing the vertical resolution (Brankovic and
Molteni 1997). However, these changes introduced a
warm bias in the tropical stratosphere.

The differences are smaller in JJA than in DJF in the
upper levels of the polar latitudes and midlatitudes of
SH but are larger in the upper levels of the polar regions
of NH. In the global stratosphere there are large errors
in both seasons.

d. Seasonal precipitation

The main features of the seasonal cycle of precipi-
tation are well represented, as shown in Figs. 4a–l. The
displacement of the Atlantic ITCZ southward in DJF
and March–April–May (MAM) and northward in JJA
and September–October–November (SON) is depicted
well by the model. The model overestimates the pre-
cipitation values in the Atlantic ITCZ, and, except in
DJF, the differences tend to be large close to the South
American and African coasts. The precipitation of the
Pacific ITCZ is also overestimated, with larger differ-
ences over the eastern Pacific, close to Central America.
Over the western Pacific, the errors are related to the
northward shift of the ITCZ.

The model shows correctly the three bands of pre-
cipitation related to the South Atlantic convergence zone
(SACZ), the South Pacific convergence zone (SPCZ),
and the South Indian convergence zone (SICZ) in DJF.
Excessive precipitation is simulated in the southern sec-
tors of the SACZ and SICZ, and underestimated values
are found to the west–northwest of these areas. In the
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FIG. 1. Zonal mean precipitation: (a) DJF, (b) JJA; pressure: (c) DJF, (d) JJA; zonal wind at
200 hPa: (e) DJF, (f ) JJA for the ensemble mean and observed data. Observed precipitation (mm
day21) is from Legates and Willmot (1990) and CMAP (Xie and Arkin 1997). Observed pressure
(hPa) and wind fields (m s21) are taken from NCEP–NCAR reanalysis data.

SPCZ, the errors are due to the different orientation of
the precipitation band, which is NW–SE during this
season in the observations but is almost zonal in the
model simulation.

Common differences over South America in almost
all seasons are the excessive precipitation over north-
eastern, eastern, and extreme southern parts of the con-
tinent, over the Andes Cordillera, and the deficiency of
precipitation over Amazonia, and central and south-
eastern South America (Figs. 4c,f,i,l). The overesti-
mation over the Andes is related to the deficiency of
the spectral representation of the orography and the as-

sociated circulation. The spurious precipitation anomaly
in this region was also found by Stern and Miyakoda
(1995), who mention the Gibbs error associated with
truncation of steep orography. In JJA, when the hu-
midity is very low over central South America, the mod-
el does not produce heavy precipitation over the moun-
tain and simulates the low precipitation values observed
over most of the continent in this season (Figs. 4g,h,i).

The excessive precipitation in the eastern Pacific
ITCZ and in the southern part of SACZ may contribute
to the deficiency of model rainfall over Amazonia. Con-
ceptual models of the effect of compensating subsidence
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FIG. 1. (Continued)

associated with tropical heat sources corroborate the
coupling between the convection in the SACZ and Am-
azon (Gandu and Silva Dias 1998). This same kind of
error over the Amazon region was also found in other
GCMs, such as ECMWF (Brankovic and Molteni 1997),
NCAR CCM3 (Hurrell et al. 1998), and the Geophysical
Fluid Dynamics Laboratory (Stern and Miyakoda 1995).
When the RAS scheme for deep convection was used
instead of the Kuo scheme in the COLA version of the
global spectral model (Shukla et al. 2000b) and in the
CPTEC–COLA version (Pezzi and Cavalcanti 2000),

precipitation errors were very different over Amazonia.
The RAS scheme provided higher precipitation over
Amazonia and reduced the values in the southern por-
tion of the SACZ, when compared with the Kuo scheme,
but the errors were much higher, and there was an un-
realistic dry area to the north of the maximum values
in the Amazon (Pezzi and Cavalcanti 2000). The rela-
tionship between parameterization schemes and model
response is discussed in section 6.

HadCM3 (Johns et al. 1997), which is a coupled at-
mosphere–ocean model and uses a mass flux penetrative
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FIG. 1. (Continued)

convection scheme (Gregory and Rowntree 1990), pro-
duced DJF precipitation over Amazonia that was closer
to observations than that of other models, including the
CPTEC–COLA. This scheme considers a single cloud
model with different cloud characteristics, and the mag-
nitude of convective activity is calculated by consid-
ering the stability of the lowest convective layer only
(Gregory and Rowntree 1990). The difference of results
obtained by the other models, which use Kuo or Ar-
akawa–Schubert, may be related to the fact that these
models are based on large-scale moisture convergence

or assume a quasi-equilibrium state between convection
and large-scale forcing, requiring also large-scale con-
vergence to be present before the process of convection
be initiated, whereas the scheme used at the Hadley
Centre only requires positive buoyancy to initiate the
convective process. It seems that, considering the large-
scale moisture convergence, excess of precipitation is
concentrated in some regions, and this condition affects
the spatial distribution of rainfall. Improvements of the
precipitation rates over Amazonia were also shown in
model experiments of Marengo et al. (1993), changing
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FIG. 2. Climatological vertical structure of zonal wind (m s21): DJF (a) CPTEC–COLA AGCM and (b) NCEP–NCAR reanalysis, and JJA
(d) CPTEC–COLA AGCM and (e) NCEP–NCAR reanalysis. (c), (f ) The differences between the model and observations.
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FIG. 3. Same as Fig. 2 but for air temperature (8C).

the ground hydrological scheme in the Goddard Institute
for Space Studies GCM.

The systematic errors over northeast Brazil (Nord-
este) occur also in all seasons, but the most relevant is
in MAM, which is the rainy season of this region. The

model captures the influence of the ITCZ, which is lo-
cated in the southernmost position, but continues to rep-
resent a NW–SE band of precipitation similar to the
SACZ, extending from Nordeste to the Atlantic Ocean,
linked to the ITCZ and to the convection over the Am-
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azon region, a feature that does not exist in CMAP (Figs.
4d,e). In the observations, the band of precipitation
NW–SE is located over southern Brazil and is associated
with the presence of frontal systems in that region. The
model also shows a tilting of the ITCZ toward NE that
gives an overestimation of precipitation in parts of the
semiarid region and an underestimation at the mouth of
the Amazon River (Fig. 4f). In SON, the convection
over Amazonia extends again southeastward in both
model results and CMAP data, but less so over central
South America in the model results than in the obser-
vational dataset. Over southeastern Brazil, precipitation
is also overestimated (Figs. 4j,k,l). The underestimated
precipitation over southeastern South America in all sea-
sons may be related to the displacement of the storm
tracks southward in the model, a feature that is observed
in the difference fields and that extends over the extra-
tropical latitudes of the Southern Hemisphere.

Other systematic errors occur in the tropical regions
in all seasons. In the Indonesia region, precipitation is
underestimated over the northern region and is over-
estimated to the north and south. This feature is asso-
ciated with the displacement of the ITCZ. There are also
some differences related to the intensity of precipitation
in the southeastern part of the SPCZ. In the Indian mon-
soon region, seasonal precipitation variability is simu-
lated well by the model, with maximum precipitation
in JJA, although with overestimated values in the south-
ern area and underestimated values in the northern area.
In this study, rain rates of up to 1 mm day21 are sim-
ulated well over Australia and over the subtropical
highs. This is a distinct feature seen in these model
results, different from the deficiency of light rains found
in the intercomparison project models (Lau et al. 1996).

The model also overestimates the values in all seasons
over tropical and southeastern Africa. However, the sea-
sonal variability is simulated well over Africa, where
there is more intense precipitation in DJF. In tropical
Africa, the shift of the convection southward in DJF and
northward in JJA is noticeable. The precipitation is also
overestimated over Asia and Europe. Over many areas
of North America, the model underestimates precipitation
in JJA and SON and overestimates precipitation in DJF
and MAM. Over the North Atlantic and North Pacific,
precipitation associated with the storm tracks is identified
in the model results, mainly in the winter season, DJF;
however, CMAP shows smaller values.

e. Sea level pressure and low-level winds

The subtropical Pacific and Atlantic high pressure cen-
ters are reproduced in both hemispheres in the sea level
pressure fields (Figs. 5a–f), although in the SH the in-
tensity is higher in DJF in the model results than in the
NCEP–NCAR reanalysis data. In general, the pressure
in the model is higher than in the reanalysis over most
of the globe except at high latitudes of both hemispheres,
where it is lower. An exception is the positive bias over

Greenland. Low pressure over South America, South Af-
rica, and the Indonesia region are noticed in DJF (austral
summer) and in northeast Asia in JJA (boreal summer),
associated with surface heating. Low pressure is replaced
by high pressure in the respective winter seasons in these
regions, features seen in model results and reanalysis
data. The highest and most persistent errors in the SH
surface pressure are found southeast of the Australia–
New Zealand region. In the NH, the largest errors occur
over Greenland and Europe in DJF (Fig. 5c). Because
these regions are regions of blocking situations, the model
apparently enhances blocking in the North Atlantic and
weakens blocking in the Australian region.

The near-surface flow (850 hPa) over the oceans
(Figs. 6a–f) shows the circulation associated with the
subtropical highs. The general seasonal characteristics
of the subtropical highs are represented well by the mod-
el; for example, the largest influence of the South At-
lantic high (SAH) over South America is in winter, when
the circulation center is closer to the continent. The
seasonal changes, which are simulated well by the mod-
el, have implications on the precipitation of some re-
gions, as in the north part of the northeast region of
South America. The southeastward displacement of the
SAH in DJF and the change in the direction of the trade
winds in the tropical region are related to the southward
displacement of the tropical confluence zone, which has
an influence on the position of the ITCZ. In JJA, the
winds are almost parallel to the north coast of Brazil;
in other seasons they have a strong onshore component.

The Indian monsoon circulation is captured by the
model, which shows similar features to those displayed
in the reanalysis data, with the southwesterly flow in
JJA. In DJF, there are reversed winds over the region
in model and reanalysis fields. The anticyclonic circu-
lation over Australia is represented well in all seasons
except DJF, for which season the model has easterly
flow over the country while the reanalysis data show
easterlies concentrated over the northern region. The
differences between the model and reanalysis data (Figs.
6c,f) show that the Atlantic and Pacific trade winds are
weaker in the model than in the reanalysis.

f. Upper-level flow

The model wind field at 200 hPa shows the main
global climatological features, such as the stronger win-
tertime subtropical jet streams and anticyclonic circu-
lations associated with summertime deep convection
(Figs. 7a–f). The subtropical jets are stronger in the
winter hemisphere, and their longitudinal locations are
simulated well by the model. However, they are dis-
placed slightly poleward. In the NH the jet streaks are
situated to the east of Asia, North America, and North
Africa. The model results show the North Atlantic jet
to be stronger and the North African jet to be weaker
than in the reanalysis. In the SH, the winter (JJA) Aus-
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FIG. 4. Climatological precipitation (mm day21): (a) DJF CPTEC–COLA AGCM, (b) DJF CMAP, (d) MAM CPTEC–
COLA AGCM, (e) MAM CMAP, (g) JJA CPTEC–COLA AGCM, (h) JJA CMAP, (j) SON CPTEC–COLA AGCM, and
(k) SON CMAP. (c), (f ), (i), (l) The differences between model and observations.

tralian jet does not extend over Australia, as it does in
the reanalysis, so it affects a smaller area.

The anticyclonic circulation centers over South
America, South Africa, and the western Pacific region
in DJF are associated with the summer convection in
the Southern Hemisphere. The anticyclonic circulation

over the Tibet region in JJA is associated with the mon-
soonal heating in that region. In the difference fields,
the anticyclonic circulation over southern Asia indicates
that the heat source is overestimated by the model over
the Tibetan Plateau.

The main differences between the model and reanal-
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FIG. 4. (Continued)

ysis over South America are related to the position and
intensity of the anticyclonic circulation. The deficit of
precipitation over the Amazon region and excess over
the Andes can have an implication on the position and
intensity of the anticyclonic circulation at high levels
over South America in the Southern Hemisphere sum-

mer. In the reanalysis, the Bolivian high is concentrated
over western South America; in the model results, it is
displaced southwestward over the mountain and extends
in the west–east direction. The cyclonic circulation seen
in the difference field, over Amazonia, means less in-
tense anticyclonic circulation in the model results than
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FIG. 5. Climatological sea surface pressure (hPa): DJF (a) CPTEC–COLA AGCM and (b) NCEP–NCAR reanalysis,
and JJA (d) CPTEC–COLA AGCM and (e) NCEP–NCAR reanalysis. (c), (f ) The differences between the model and
observations.

in the reanalysis. This result could be associated with
weaker divergence at high levels in the model simula-
tion. The anticyclonic circulation to the east of South
America in the difference field can be a result of the
SACZ enhancement in the model results, affecting also
the Atlantic trough configuration.

g. Geopotential zonal anomalies

The zonal means are removed from geopotential fields
to enhance the stationary climatological features, which
are shown in Figs. 8a–f, at 200 hPa, for the Northern
Hemisphere and in Figs. 9a–f for the Southern Hemi-
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FIG. 6. Isolines and magnitude of climatological wind field at 850 hPa (m s21): DJF (a) CPTEC–COLA AGCM and
(b) NCEP–NCAR reanalysis, and JJA (d) CPTEC–COLA AGCM, and (e) NCEP–NCAR reanalysis. (c), (f ) The dif-
ferences between the model and observations. The magnitudes are shaded.

sphere. In DJF, the model reproduces the dominance of
wavenumber 2, with two troughs and two ridges, a char-
acteristic feature of the NH winter at mid- and high
latitudes. The stationary troughs and ridges are repro-
duced with some differences in intensity and position.
The ridge over the subtropical Pacific and the trough

over North Africa, featuring a wavenumber 1 in the
subtropics, are simulated, although the trough is less
intense in the model results than in the reanalysis.

In JJA, the wave train extending from the western
Pacific Ocean over North America to the North Atlantic
Ocean is reproduced, and the position and intensity of
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FIG. 7. Same as Fig. 6 but at 200 hPa.

the Tibetan high are simulated well. The intense ridge is
related to the strong heating and convection in that region
during the NH summer season. These NH winter and
summer patterns are also represented in the climatolog-
ical geopotential analyses at 200 hPa, as discussed in
Wallace (1983). Similar patterns for mid- and high lat-
itudes are seen at 500 hPa (not shown). At this level, the

model represents well the reduction of the zonal anom-
alies and the suppression of the high-level subtropical
features.

In the Southern Hemisphere, the wavenumber 1 ob-
served in the reanalysis in DJF and JJA is reproduced in
the model results, but there are some differences related
to the intensity and position of zonal anomaly centers.
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FIG. 8. Climatological zonal geopotential height anomaly (m) at 200 hPa for the Northern Hemisphere: DJF (a)
CPTEC–COLA AGCM and (b) NCEP–NCAR reanalysis, and JJA (d) CPTEC–COLA AGCM and (e) NCEP–NCAR
reanalysis. (c), (f ) The differences between the model and observations.

The anomalous centers at mid- and high latitudes are
weaker in the model than in the reanalysis, representing
the weaker amplitude of the stationary wave in the model.
The ridge over the South Pacific is shifted eastward in
DJF when compared with the reanalysis, but in JJA the

maximum center close to the Antarctica Peninsula is in
the right position. In this region, the ocurrence of block-
ing situations is frequent, as analyzed by Marques and
Rao (1999) and Renwick (1998). The ability of the model
in representing well the positive geopotential anomaly
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may indicate that the model is able to simulate blocking
occurrences. At subtropical latitudes, the wavenumber 1
has the opposite sign to that at high latitudes and the
model presents similar intensities to the reanalysis in DJF
but slightly displaced eastward. In fact, the whole model
pattern is shifted eastward, showing larger displacement
in the South Pacific ridge.

The differences between the model and reanalysis
fields of geopotential zonal anomaly in both hemi-
spheres are shown in Figs. 8c,f and Figs. 9c,f. At the
high latitudes of the SH, the errors occur at the same
regions in both DJF and JJA. At subtropical latitudes,
the largest errors occur over the eastern and western
South Pacific in DJF, and they extend over South Amer-
ica and over southern Australia in JJA. In the NH, the
errors are larger in DJF, related to the shifting and in-
tensity of the ridges and troughs. Because the atmo-
spheric stationary waves are in part related to orography,
the errors in intensity and position of the main centers
of the stationary features may be associated with the
poor representation of the model topography.

4. El Niño–Southern Oscillation features in the
model simulation

The Southern Oscillation index (SOI) is calculated
from the model results following the methodology per-
formed by the NCEP Climate Prediction Center. The SOI
is calculated by first computing the difference (Tahiti
minus Darwin) in the standardized sea surface pressure.
This result is then standardized by the standard deviation
of the time series of differences to arrive at the SOI.

The interannual variability of the SOI shows that the
major interannual fluctuations, including the 1982/83
and 1986/87 El Niño and the 1984/85 and 1988/89 La
Niña events, are reproduced well, with the model en-
semble mean variation following closely the observed
(Fig. 10). To test the sensitivity of rainfall response to
ENSO conditions and to illustrate the response of the
CPTEC–COLA AGCM equatorial rainfall, the time–
longitude equatorial (58S–58N) sections of rainfall from
the CPTEC–COLA AGCM and the respective verifi-
cation from CMAP are shown in Fig. 11. The model
simulates the eastward migration of the rainfall from
the western to the central Pacific during the 1982/83
and 1986/87 El Niño events. In general, the precipitation
is overestimated in the tropical region; however, in this
latitudinal band (58S–58N), the model underestimates
precipitation in some longitudes.

Large-scale forcing associated with tropical Pacific
SST influences the large-scale general circulation and
affects several areas of the globe. Simulations by other
models have reproduced one of the dynamical responses
to variations in tropical Pacific SST in the upper levels,
that is, the Pacific–North American (PNA) pattern (Shuk-
la et al. 2000a,b). For the differences between El Niño
(1982/83) and La Niña (1988/89) DJF 500-hPa geopo-
tential height, CPTEC–COLA AGCM simulates the pat-

tern obtained from reanalysis data, although with weaker
centers (Fig. 12). The ability of the model to reproduce
the effects of ENSO on atmospheric circulation patterns
is important to provide confidence in seasonal prediction
of the regions affected during these episodes.

5. Anomaly correlations and reproducibility

Time correlation of seasonal anomalies between the
ensemble mean model results and the observational
CMAP dataset is presented in Figs. 13a–d. The system-
atic errors analyzed in the difference fields, section 3c,
showed the errors related to the precipitation values.
These errors are partially removed in the correlation
fields, which are related to the anomalies in each season
of each year. The Student’s t test gives 95% and 99%
confidence to correlations higher than 0.5 and 0.7, re-
spectively.

The correlation is high over the tropical Pacific and
Atlantic Oceans, with very high values over the eastern
Pacific Ocean. This result indicates that the precipitation
variability in these regions is simulated well by the mod-
el. Although there are errors related to intensity or po-
sition of the Atlantic and Pacific ITCZ, the anomalies
are well represented. The highest correlations over the
tropical oceans indicate the ability of the model to re-
spond to the local SST forcing. Over the extratropical
regions the response is reduced, but several areas of
these regions are seen with positive correlations.

The high seasonal predictability over northeast Brazil,
discussed in other studies, such as Graham (1994) and
Ward and Folland (1991), is also verified in the current
analysis. The correlation over this region is above 0.5
in all seasons, and in MAM correlations of 0.7 extend
to large areas of the northeast. This predictability is an
important feature to rainfall prediction in this area,
which has most of the rainy season in MAM. Part of
the Indonesian region and the west equatorial coast of
Africa in JJA and SON and large areas of the Indian
Ocean in JJA are also regions with high correlation.

Other methods of model verification are reproduc-
ibility (Sperber and Palmer 1996) and analysis of var-
iance (Rowell 1998). In this analysis, we follow Sperber
and Palmer (1996), in which reproducibility measures
the ratio between the interannual variability extracted
from the nine integrations (signal) and the average of
the variance estimates from each year based on the nine
integrations (noise). Values of reproducibility with 95%
significance are greater than 8, using the Fisher test. The
largest values of reproducibility are found in the eastern
Pacific in all seasons (Figs. 14a–d). High reproducibility
in this region was also found by Sperber and Palmer
(1996) when they analyzed ECMWF model results. An-
other similar feature to those results occurs in the Indian
Ocean, for which the highest reproducibility is found
during the northern summer (monsoon season) and in
the tropical Atlantic, for which the lowest reproduc-
ibility occurs in SON. Northeast Brazil and areas along
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FIG. 9. Same as Fig. 8 but for the Southern Hemisphere.
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FIG. 10. SOI calculated with observed SLP at Tahiti and Darwin for a 10-yr period (1982–91) (solid
line) and calculated from the model results (dashed line).

FIG. 11. Time–longitude section of precipitation averaged over 58N–58S for (a) CPTEC–COLA AGCM and (b) CMAP observed data.

the north coast of South America also show high values
of reproducibility in all seasons.

6. Summary and conclusions

The global atmospheric features simulated by the
CPTEC–COLA AGCM are shown in this study, with
emphasis on the Southern Hemisphere and South Amer-
ica. This model is operationally used for seasonal pre-
diction at CPTEC as one of the tools for the monthly

climate discussions, at which comparison with products
available at the International Research Institute is per-
formed.

The model is able to reproduce the precipitation sea-
sonal cycle and the main seasonal global climatological
features of the circulation. The gross features of the
ITCZ, SPCZ, and SACZ are simulated reasonably well,
but precipitation in the tropical (subtropical) sectors of
the SH convergence zones is underestimated (overes-
timated). There are also large differences over the region



1 NOVEMBER 2002 2985C A V A L C A N T I E T A L .

FIG. 12. The 200-hPa geopotential height difference fields for DJF
1982/83 minus DJF 1988/89, (a) as produced by the ensemble mean
of the CPTEC–COLA AGCM and (b) from the NCEP–NCAR re-
analysis.

of Indonesia where the model underestimates precipi-
tation over the oceanic areas and overestimates precip-
itation over the land areas. The model exhibits large
positive errors in precipitation in the region of Central
America during all seasons. The negative precipitation
errors over the Indonesian region and the positive pre-
cipitation errors over the central and eastern tropical
Pacific lead to a northward-displaced ITCZ.

Over South America, the model overestimates precip-
itation over the Andes and over northeast Brazil and un-
derestimates precipitation over many areas in the interior
of the continent, including the Amazon basin. Over Af-
rica, the model generally overestimates precipitation ex-
cept in the equatorial western region. However, the sea-
sonal variation is simulated very well over these conti-
nents.

Although the systematic errors related to precipitation
values are larger in the tropical regions, the correlation
coefficients are also larger in these regions, showing
that the precipitation variability there is better simulated.
This happens because of the fact that the source of in-
terannual variability is located in these regions. The
reproducibility fields also show that in the tropical re-
gions the signal of seasonal variability is larger than the
noise related to the spread among ensemble members.

The deficiency of the model in simulating the amount
of precipitation can be partially related to the convection
scheme. Differences between CPTEC–COLA and the
COLA version (Shukla et al. 2000b) can be related to

the use of different convection schemes (Kuo vs RAS),
different resolutions (T62 L28 vs R40 L18), and other
changes discussed in section 2a. In Shukla et al. (2000b),
the analysis was made only for January–February–
March, whereas here the precipitation results are ana-
lyzed in all the four seasons and more emphasis is given
to the Southern Hemisphere and South America. A com-
parison of the CPTEC–COLA results with other model
results shows that similar general climatological features
are simulated and that part of the precipitation differ-
ences can also be related to the convection scheme. The
largest errors in the precipitation field occur almost at
the same places as the errors observed in the ensemble
of models of AMIP (Gates et al. 1999), that is, the
Indonesian region, South America, Africa, ITCZ, and
SPCZ. However, there are differences in the position
and intensity of the Pacific and Atlantic ITCZ. The areas
with precipitation of less than 0.1 mm day21 over trop-
ical Africa and the South Pacific and the Atlantic sub-
tropical highs, which were not simulated well in the
AMIP results, are captured very well in the CPTEC–
COLA AGCM.

The major high- and low-level circulation features
such as the subtropical highs and jet streams are cap-
tured well by the model although with different inten-
sities when compared with the reanalysis. The Indian
monsoon circulation is represented well by the model
and shows the association with seasonal precipitation
variability over India/southern Asia. The direction of
low-level flow over the north coast of South America
and the associated seasonal displacement of the Atlantic
ITCZ are also simulated well.

The dominance of wavenumber 2 in NH and wave-
number 1 in the zonal geopotential anomaly in the SH
shows the ability of the model to simulate the main
stationary waves of both hemispheres. The vertical
structure of zonal wind shows the observed features of
jet streams at the subtropical latitudes, including the
strengthening of the jets in the winter season of both
hemispheres.

The general configuration of the vertical temperature
structure is reproduced well, although negative temper-
ature bias is identified in summer and winter at the
subtropical and midlatitude regions of the NH tropo-
sphere. In the Southern Hemisphere, the vertical struc-
ture is simulated very well, and only at high latitudes
is a strong negative temperature bias observed in the
upper troposphere and stratosphere, a feature that might
be related to errors in the reanalysis data.

The ENSO signal is reproduced well by the model
in magnitude and variability. Over the Tropics, the mod-
el simulates a clear eastward-propagating anomaly in
tropical convection and rainfall when anomalously
warm tropical Pacific SST associated with El Niño
events occur. The ability of the model to simulate ENSO
characteristics in the PNA-pattern region is comparable
to reanalysis and other GCM simulations.

The energy budget analyses show values of radiative
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FIG. 13. Correlation coefficient between model anomalies and observed anomalies of precipitation, considering the ensemble mean:
(a) DJF, (b) MAM, (c) JJA, and (d) SON.

fluxes that are close to observations, but there are un-
balanced fluxes in the atmosphere and at the surface.
The net shortwave radiative flux is larger in the model
than in the observations, a result that is related to the
underestimation of the cloud fraction and to the neglect
of the aerosol effect as well as the underestimation of
the surface albedo in the model. Larger latent heat fluxes
over the oceans in the model results, when compared
with the observations, imply more evaporation and a
larger precipitation rate. The imposed monthly observed
SST prevents the interaction of fluxes between the ocean
and the atmosphere, although it occurs between land
and atmosphere. The COLA version of a coupled ocean–
atmosphere GCM, which is being implemented at
CPTEC, should overcome this lack of interaction, im-
proving the energy budget. Imbalances in the energy
budget were also related to the radiation scheme and
cloud-cover calculation, which also calls for improve-
ments in the parameterization schemes. These improve-
ments must occur before the implementation of the
CPTEC–COLA coupled model.

Overall assessment of the model climate obtained from

the ensemble simulation with nine members for a period
of 10 years reveals that the CPTEC–COLA atmospheric
GCM T62 L28 version is capable of simulating most of
the important features of the atmosphere, thus providing
the needed validation of the model for operational weath-
er and seasonal climate forecast guidance.

A step forward of the CPTEC–COLA AGCM as com-
pared with the COLA AGCM is related mainly to the
implementations discussed in section 2, which improved
the numerical efficiency of the model and allowed a
higher horizontal and vertical resolution, taking into ac-
count the changes in the dissipative process. Continuous
experiments and simulations are envisaged to improve
the model response. This study suggests changes in the
convection scheme and improvement of radiation and
cloud-cover parameterization. Higher horizontal reso-
lution may also provide more accurate orographic in-
fluence on the general atmospheric patterns. The vertical
resolution in the atmospheric boundary layer and upper
troposphere and lower stratosphere must increase with
the increase of the horizontal resolution.

Changes in the algorithms of the CPTEC–COLA
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FIG. 14. Reproducibility: (a) DJF, (b) MAM, (c) JJA, and (d) SON.

AGCM and an optimization of the running process are
being implemented. They are related to the shortwave
dissipative filters to prevent very strong winds, the semi-
Lagrangian scheme to be used in the time integration
(Ritchie 1988), reduced and linear grids (TL) (Hortal
and Simmons 1991; Courtier and Naughton 1994), and
new parameterizations of deep and shallow convection
[Albrecht et al. (1986), modified by Souza (1999)]. The
computer optimization is related to improvements in the
vectorization of the numerical code, introduction of a
parallel scheme in the code, change to FORTRAN 90/95
to use facilities of modules, dynamic allocation of mem-
ory, object-oriented construction, and application of a
matrix product to calculate the Legendre transform.
Also, TL255 L42 (horizontal spacing of 78 km and 42
vertical levels) is proposed for use in seasonal climate
prediction in an ensemble mode of 51 members.
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